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Abstract—Few-shot learning is an open problem to learning
a new concept with little supervision from limited labeled data.
As an alternative knowledge for few-shot learning, self-supervised
learning can extract supervisory signals directly from unlabeled
data. However, existing self-supervised few-shot methods which
directly take the summation of two tasks, have two fundamental
bottlenecks: 1) representation bias: how to extract efficacious su-
pervisory signals in self-supervision and eliminate the disturbance
of undesirable shortcuts with limited examples and 2) objective
conflict: how to adaptively trade-off the self-supervision and su-
pervision to achieve the optimal model performance. To address
the above problems, in this paper, we propose a novel approach
named ReInforced SElf-supervised training (RISE) for few-shot
learning. RISE leverages agent-relative supervision to eliminate the
undesirable shortcut learning of self-supervised training. Mean-
while, it dynamically explores the balance between supervisory
signals from self-supervised tasks and inherent supervision from
few-shot tasks to avoid the trade-off dilemma. Therefore, the new
pattern for training self-supervision can be resilient to few-shot
learning and enhance the performance for few-shot identification.
Extensive experiments on several public benchmark datasets verify
the effectiveness of our approach.

Index Terms—Few-shot learning, reinforcement learning, self-
supervised learning.

I. INTRODUCTION

THE data-driven deep learning has achieved significant suc-
cess with large-scale labeled datasets [17], [21]. However,

large-scale labeled datasets can not be guaranteed in many areas
such as medical image analysis [22], drug discovery [12], remote
sensing [13], and robotics [16]. Therefore, few-shot learning
comes into being, which aims to mimic humans to rapidly
learn new concepts with little supervision from limited labeled
data [2], [42], [43], [44], and to solve the problem of unavailabil-
ity of access to large datasets [3], [20], [38]. However, training
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models with sparsely labeled data can easily lead to overfitting,
severely degrading the generalization of the model [23]. On the
contrary, self-supervised learning constructs proxy tasks from
unlabeled data, without human annotation [14], [15], to extract
supervisory signals [24], [25]. Meanwhile, in image processing,
image-level supervised information usually simplifies the rich
visual information contained in an image, while self-supervised
learning can provide richer learning signals [18]. Therefore,
supplementing the traditional few-shot main task with a self-
supervised auxiliary task motivates scholars to enhance the
generalization of models [26], [40]. Gidaris et al. [40] first
proposed a multi-task learning paradigm by combining few-
shot learning with self-supervised learning. Rong et al. [27]
proposed a novel self-supervised Episodic Spatial Pretext Task
(ESPT) to capture the local spatial features of different images
and their inter-relational structural information in each input
episode. Lim et al. [11] proposed a Self-supervised Contrastive
Learning (SCL) that enriched the model representation with
multiple self-supervision objectives for few-shot classification.
An et al. [28] proposed conditional self-supervised learning
(CSS) which equally treated self-supervised and supervised
learning to fully extract semantic information contained in the
dataset.

However, the methods mentioned above simply merge two
tasks, which have two fundamental bottlenecks: 1) represen-
tation bias. The training of self-supervised learning typically
requires a significant amount of data. Once under circumstance
of constrained data, traditional self-supervised learning might
learn an undesirable shortcut, which will raise the risk of learning
a biased representation. 2) objective conflict. There is usually
an ill-posed problem between self-supervised learning and the
few-shot learning objective. Therefore, an adaptive trade-off be-
tween the supervisory signals and supervision should be adopted
to achieve the optimal model performance.

We propose ReInforced SElf-supervised training (RISE) to
tackle the issues in few-shot learning. RISE leverages inher-
ent supervision as a guide to mitigate biased representation
risks caused by data limitations. It incorporates reinforcement
learning in self-supervision, dynamically balancing the two
to avoid conflicts. RISE employs two action networks for
policy updates to utilize limited trajectory data. Importance
sampling assesses policy differences, reducing distributional
disparities. Additionally, the objective function is pruned to
correct policy ratios. RISE’s agent adapts a balanced policy
for supervised and self-supervised tasks in a continuous action
space.

The contributions of our work are:
� We propose a reinforced conditional self-supervised learn-

ing approach. The approach can dynamically guide self-
supervised learning to eliminate the undesirable shortcut
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Fig. 1. Architecture of reinforced self-supervised training for few-shot learning.

of limited examples and the trade-off dilemma between
self-supervision and supervision.

� We design a data-limited self-supervised environment to
update the reinforcement learning paradigm by acquiring
Markovian decision sequences through the agent. The
agent of reinforcement learning is introduced to guide the
trade-off between supervisory signals from self-supervised
training and inherent supervision from pre-training.

� We systematically experiment with self-supervised few-
shot learning on four benchmarks datasets, demonstrating
that our method enhances model performance.

II. METHOD

A. Preliminary

Generally, the dataset of typical few-shot learning task based
on meta-learning is described as D = (Dtrn,Dtst), correspond-
ing to the meta train dataset and test dataset, respectively. Note
that Dtrn has a disjoint label space with Dtst. Meanwhile,
Dtrn = {Ti}Ntrn

i=1 , Dtst = {T ∗
i }Ntst

i=1 , where T denotes the task.
Each task is randomly sampled episodes from a base class
set, which consists of a support set and a query set. In meta
train phase, the dataset Dtrn = {Ti}Ntrn

i=1 = {Si,Qi}Ntrn
i=1 . The

support set Si = {(xi, yi) | i = 1,..., N ×K} is created by ran-
domly selecting N classes from the training dataset Dtrn and
extractingK samples from each of the selected classes, resulting
in a total of N ×K samples in the support set. The query set
Qi = {(xi, yi) | i = 1,..., N ×M} consists ofN classes andM
samples per class, where none of the M samples in each class
are present in the support setSi = {(xi, yi) | i = 1,..., N ×K}.
In the testing phase, the meta test dataset Dtst with the same
settings [1].

B. Overview

The overview of RISE framework is depicted in Fig. 1. Our
RISE consists of three stages:

1) Pre-training stage: the inherent supervisory is extracted in
this stage to guide the reinforced self-supervised training.

2) Reinforced self-supervised training stage: the agent of RL
is introduced to guide the trade-off between supervisory

signals from self-supervised training and inherent super-
vision from pre-training.

3) Knowledge integration stage: the knowledge extracted for
the above two stages is integrated into comprehensive
knowledge with graph convolution network (GCN) [29].

It is worth noting that our proposed method does not introduce
an external dataset for model training.

C. The Training Process of RISE

Traditional self-supervised few-shot learning methods often
suffer from biased feature representations due to the limited
training data, and the complex and unknown relationships be-
tween objectives can lead to conflicts during model training.
CSS relies on manual experience to optimize these relationships
and cannot find a suitable optimization balance. In contrast,
our RISE method utilizes adaptive agent-relative supervision to
guide self-supervised training and reduce the impact of biased
representations. The agent in RISE interacts with the reinforced
self-supervision environment to dynamically adjust the balance
between supervision and self-supervision, making the optimal
equilibrium point less dependent on actual experience. This
agent-relative supervision approach is more resilient to self-
supervision and effectively improves the model’s generalization
performance.

1) Pre-Training Stage: The pre-training process of RISE
adopts the supervised few-shot task to extract inherent su-
pervisory signals effectively, which are used as a prerequisite
for reinforced self-supervised training. In this stage, a good
feature extractor f(·) is acquired, which is trained by min-
imizing the distance between samples and prototypes. Other
methods are equally acceptable to achieve the supervised feature
extractor.

2) Reinforced Self-Supervised Training Stage: The rein-
forced self-supervised training aims to learn good self-
supervised feature extractor g(·) with the guide of pre-training
feature extractor f(·) without a contradiction of two differ-
ent objectives. The problem settings for RISE are shown
below:

State: This research designs a module to adjust the balance
of self-supervised and supervised dynamically when training the
reinforced self-supervised stage. As shown in Fig. 1, the training
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of the self-supervised backbone is modeled as the environment
interacting with a reinforcement learning component. As the loss
function value has a strong relationship with the update of the
feature network, the state is defined as a loss to ensure the agent
satisfies the Markov condition at times step [4], [39]. The state
function is proposed as:

st =
{
st = Ltrain,t

RISE

}
(1)

where t ∈ {0, 1, 2, . . . , T}. T is the episode of the self-
supervised module. Ltrain,t

RISE denotes the loss function LRISE

obtained on the training set.
Action: The loss function of reinforced self-supervised train-

ing stage can be proposed as:

LRISE(x) = E
x∈D

[Lself (x) + γRISELcond(x)] (2)

x is an input image, γRISE is the action of agent. The pre-train
acquired feature extractor is f(·). The second stage learned is
g(·). Lself is obtained by an arbitrary self-supervised method.
Lcond adopts the minimization of the negative cosine similarity
between f(·) and g(·). Besides γRISE is a coefficient of the
self-supervised and the conditional terms of the loss.

Thereby, the γRISE is computed at episode t for balancing
self-supervised and conditional terms of the loss as the action
at which is drawn from the distribution:

π(at|st) =
1√
2πσ2

exp

(
− (at − μ)2

2σ2

)
(3)

whereμ is the mean, σ is the standard deviation. As illustrated in
Fig. 1, given the state st, the agent can decide which coefficient
along the action space should be chosen.

Reward: After agent executes actionat over continuous action
space, the environment based on self-supervised module can
return the reward rt of the evaluation at. In our method, we
expect the self-supervised module can effectively fuse the self-
supervised representation with condition information. Since the
accuracy provides the most intuitive indication of the effect of
different actions on model classification. Thereby, the reward
rt is defined as the accuracy accval,t of the module validation
process. The reward function is proposed as:

rt = {rt = accval,t} (4)

Proximal Policy Optimization (PPO) is an on-policy RL al-
gorithm for tasks with time-varying dynamics in discrete or
continuous workspace [5], which belongs to Actor-Critic frame-
work [6]. As shown in Fig 1. The parameters of the actor network
are defined as θ and the corresponding policy is πθ. Among the
process of learning, contains two value functions in Actor-Critic
framework: action-value function Qπθ and state-value function
V πθ [9], [30]. The mathematical expressions are defined as
follows respectively:

V πθ (s) = E

[ ∞∑
t=1

κtrt | s1 = s, πθ

]
(5)

Qπθ (s, a) = E

[ ∞∑
t=1

κtrt | s1 = s, a1 = a, πθ

]
(6)

where κt is the discount factor of t step.

The goal of RL is to maximize the cumulative reward inter-
acting with the environment [7].

argmax
πθ

N∑
t=1

E[κt−1rt] = Es∼ρπ,a∼πθ
[Qπθ (s, a)] (7)

where ρπ is the distribution function of state generated by πθ.
As the agent can adjust the balance of self-supervised rep-

resentation and condition information. The training process
of RISE is defined as PPO. In the training of RISE, the tra-
jectory τ = {s1, a1,..., sT , aT } is stored in experience replay
buffer [10]. During the actor-critic network’s strategy update
for the agent, PPO randomly chooses trajectories as input. To
effectively use the data, importance sampling [31] is introduced.
Meanwhile, PPO contains a clipped surrogate clip(·). Thereby,
the final optimization objective function of PPO based on policy
gradient (PG) method [30] is:

Lclip
ppo(θold) = E(st,at)−πθ

[
min

(
πθnew

(at | st)
πθold(at | st)

,

clip

(
πθnew

(at | st)
πθold(at | st))

, 1− ε, 1 + ε

))
Â

πθold
t (st, at)

]
(8)

where ε is a hyperparameter. Â
πθold
t = Qπθold (st, at)−

V πθold (st) is the advantage function at timestep t. After that, the
balance between supervision and self-supervised learning can be
adjusted by PPO to obtain the optimal reinforced self-supervised
model.

3) Knowledge Integration Stage: After completing the above
two stages of training, we are able to obtain the embedding
vectors f(·) and g(·)which is used for augmented representation
with GCN [28], [29]. Subsequently, for a support set Si and a
query sample xq, the classification score for class k is calculated
based on a similarity measure between the query sample’s
augmented representation and the prototype, which is defined
as the centroid of class k’s support set Sk. For an x, the final
loss of knowledge integration stage is given by:

LKI = E
(xq,yq)∈Qi

[− log p∗(yq | xq, Si)

− η log p(yq | xq, Si)] (9)

where η is a trade-off constant. p∗(yq | xq, Si) calculates the
probability between a classification score of xq and corre-
sponding label yq with augmented representation. p(yq | xq, Si)
directly calculates that without augmented representation.

4) Inference Stage: During the inference stage, RISE em-
ploys a feature embedding network in the knowledge integration
stage to extract features from original images. Concomitantly,
RISE averages the embeddings of the support samples asso-
ciated with each class as a representative prototype. Utilizing
a similarity metric to measure the distance between the query
sample and the prototypes of each class, RISE deduces the class
with the highest similarity as the predicted classification output.

The time complexity of RISE is: O((N 2F 2K)(B1E1 +
B2E2 +B3E3) + (MBRLB2E2)), where N and F denote the
sizes of the input image and convolution kernel respectively, K
and M are the numbers of output channels and a hidden layer
dimension respectively, B1, B2, and B3 are the batch sizes of
the three stages, BRL is the batch size of PPO, and E1, E2 and
E3 are the epoch of the three stages.
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TABLE I
CLASSIFICATION ACCURACIES WITH 95% CONFIDENCE INTERVALS OF COMPARED ALGORITHMS ON 5-WAY FEW-SHOT TASKS. IN ADDITION, •/◦ INDICATES

WHETHER RISE IS STATISTICALLY SUPERIOR/INFERIOR TO COMPARED ALGORITHMS ON EACH DATASET (PAIRWISE T-TEST AT 0.05 SIGNIFICANCE LEVEL)

III. EXPERIMENTS

A. Datasets

The proposed RISE is evaluated on the four widely
adopted few-shot classification datasets (CIFAR-FS, CUB-200,
miniImageNet and tieredImageNet [8], [32], [33], [34]) to verify
that the feasibility of our approach.

B. Implemention Details

For a fair comparison with the proposed methods, we employ
a Conv-4 backbone structure for feature extractor whose embed-
ding dimension is 1600. In the reinforced self-supervised train-
ing, the settings are given below: AdamOptimizer [35] is applied,
and the batch size is 100. The embedding dimension of fully
connected MLP is 256 [36] in reinforcement module, containing
two networks: actor network and critic network, where the ReLU
function is used in the hidden layer of actor network to output
the positive-terrestrial distribution. Meanwhile, the hidden layer
in critic network uses Leaky ReLU function and ReLU function
to output the value under the corresponding action of the agent.
In the knowledge integration stage, we train 1200 epochs for
5-way 5-shot and 1800 epochs for 5-way 1-shot.

C. Results and Comparisons

To verify the effectiveness of RISE, we compare our method
with several state-of-the-art methods including FEAT, Prot-
Net, and RelationNet [19], [37], [42], all of which are typical
few-shot learning methods. Meanwhile, CC+rot, SLA, Pro-
toNet+rot, ESPT, and CSS as few-shot methods combined with
self-supervised learning will also be compared.

1) Comparison With SOTA Methods: From the results in Ta-
ble I, we can observe that the performance of the proposed RISE
is superior to the compared SOTA methods. For instance, under
the 5-way 5-shot setting, our method averagely improves by
3.85%, 1.02% and 1.33%, respectively, compared to CSS, while
it has 3.56%, 1.41% and 2.73% performance improvements
under the 5-way 1-shot setting, which means the agent can learn
properly supervised information to guide the process of training
self-supervised stage.

2) Convergence of RISE: The convergence curves of the
reward achieved by RISE on 5-way 5-shot and 5-way 1-shot
are shown in Fig. 2(a) and (b). We observe that RISE with
the pre-designed reward exhibits good convergence. With the
training process, the accuracy of reinforced self-supervised
training stage keeps improving until convergence. According to

Fig. 2. Reward curves of RISE

the convergence curve, it becomes apparent that the convergence
process of RL differs across various datasets.

As a result, the agent of RL dynamically adapts the self-
supervised model training paradigm as it interacts with the
environment, while the most available balancing factor is se-
lected by rating the explored policy through the training process.
According to the convergence curve of the agent in different
datasets, it can be observed that the reward values obtained
by the agent module in different datasets can converge as the
reinforced self-supervised training period increase. This effec-
tively demonstrates the resilience of reinforcement learning in
different datasets.

IV. CONCLUSION

In our letter, RISE utilizes agent-relative supervision to guide
self-supervised learning so as to mine semantic information
effectively and mitigate representation bias during the self-
supervised phase. It enables RISE to dynamically learn a more
diverse distribution, effectively improving the performance of
the model. Extensive experiments reveal that the proposed
RISE can optimize self-supervised learned representations, and
our proposed method can outperform self-supervised few-shot
methods. Meanwhile, under different datasets, the reward value
obtained by the agent can effectively converge, which shows
that the proposed pattern can be flexible and stable in few-shot
learning.
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